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ABSTRACT

With the growing prevalence of generative artificial intelligence (AI), an increasing amount of content is no longer exclusively
generated by humans but by generative AI models with human guidance. This shift presents notable challenges for the
delineation of originality due to the varying degrees of human contribution in AI-assisted works. This study raises the research
question of measuring human contribution in AI-assisted content generation and introduces a framework to address this
question that is grounded in information theory. By calculating mutual information between human input and AI-assisted
output relative to self-information of AI-assisted output, we quantify the proportional information contribution of humans in
content generation. Our experimental results demonstrate that the proposed measure effectively discriminates between varying
degrees of human contribution across multiple creative domains. We hope that this work lays a foundation for measuring
human contributions in AI-assisted content generation in the era of generative AI.
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In the heart of spring, the waking earth breathes anew, Verdant 

threads weave through the soil’s dark stew. Blossoms burst forth 
in riotous show, A cascade of colors on nature’s easel, they glow.
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Figure 1. a. Illustration of AI-assisted content generation, where an AI model is prompted with human input and generates
output. b. Overview of the proposed method for measuring human contribution, quantified by the ratio of mutual information
between human input and AI-assisted output to the total self-information of the AI-assisted output. c. Outcomes of our
proposed measure across various poem generation scenarios using Llama-3, involving varying degrees of human contribution
(polishing a human poem, generation with the summary, in other words, key ideas, of a human poem, and generation with a
poem title). The center line represents the median, the box limits indicate the upper and lower quartiles, the whiskers extend to
1.5x the interquartile range, and the points are outliers. Our measure effectively differentiates varying degrees of human
contribution across the scenarios.

Recent advances in large language models (LLMs)1–5 have impacted our personal and working lives in significant ways,
most notably by changing the process of content generation.6, 7 Artificial intelligence (AI) “copilots” have emerged as a new
and powerful content production tool across a variety of domains8–10, such as lyrics creation11, office work9, 10, academic
writing8, etc. Consequently, an increasing amount of new content being generated is no longer solely created by humans but is
rather the result of AI-assisted creation12–14. In this new creative modality, humans contribute by providing prompts to AI
models, resulting in the generation of “AI-assisted output”, as illustrated in Figure 1a.

This development has raised debates about determining the originality and corresponding regulation of content generated
with AI assistance12, 15. The varying degrees of human contribution in AI-assisted generation complicate the attribution of
intellectual contribution to AI-assisted outputs. This issue is particularly pertinent in fields that prioritize originality, such
as education16, academic research17–19, and creative work20. For example, universities face a dilemma in whether to ban or
embrace AI. Administrators and instructors are concerned that students might use AI to create materials for evaluation with
varying levels of originality, potentially compromising educational fairness and effectiveness21, 22. Similarly, there is a growing
debate, underscored by notable incidents23, 24, concerning the copyright eligibility of AI-assisted works20, 25, 26.

At the two extreme ends of the human–AI contribution spectrum, the attribution of originality is relatively clear. If a human
author simply uses AI to polish their document, it should be considered the result of the author’s own work. Conversely, if
a human uses a short, less-informative prompt to generate a large amount of text, it will not reflect much of the human’s
intellectual conception. However, there remains a substantial grey area between these two extremes, in which determining
originality requires insight into the degree of human contribution during the AI-assisted generation process. Hence, there is an
urgent need for a credible measure by which to evaluate human contribution in AI-assisted content generation.

In this paper, we address the quantification of human contribution in AI-assisted content generation. We begin with the
recognition that a major obstacle is the lack of a well-defined perspective, or medium, by which to ascertain the extent to
which content output can be attributed to humans rather than the AI tools they have used. Towards this goal, we introduce a
new general framework within which we provide a preliminary attempt to quantify human contribution in AI-assisted content
generation. Our framework hinges on the concept of information content as a modeling medium. Utilizing principles from
information theory27, as depicted in Figure 1b, our approach centers on the quantification of the proportion of the information
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content in the AI-assisted output that can be attributed to human input. Specifically, it is a ratio of two quantities. The
denominator is the total/unconditional information content (surprisal) in AI-assisted output, calculated as the negative logarithm
of the probability of generating the AI-assisted generated content, which we refer to as self-information, I(yyy). The numerator,
I(xxx;yyy), is the portion of self-information I(yyy) that is shared with the total information content from human input, I(xxx), which
we define as mutual information. The difference between the two is the conditional self-information in AI-assisted output given
user input, I(yyy|xxx), calculated as the negative logarithm of the probability of generating the AI-assisted output conditional on
human input.

We systematically validate the proposed method as a reliable measure of human contribution by evaluating its effectiveness,
domain adaptivity, and model adaptivity. To achieve this, we construct a comprehensive dataset of AI-assisted content
generation, encompassing various levels of human contribution, multiple creative domains, and outputs from different LLMs.
For instance, Figure 1c illustrates the distribution of the outcomes of our proposed measure for AI-assisted poem generation,
across three varying levels of human contribution, ranging from high to low, using the LLM Llama-3. Our proposed measure
effectively discriminates between varying degrees of contribution, generally producing lower values for content with less human
contribution. Additionally, we investigate the impact of content length, resilience to adaptive attacks, and generalization of
our method in evaluation. We further apply our measure to real-world human–AI co-creation data, demonstrating its practical
applicability. In brief, this paper poses a novel research question on quantitatively evaluating human contribution in AI-assisted
generation and presents a simple yet effective information-based measure as a potential solution.

Results

Table 1. Detailed statistics of the constructed dataset.

Type Corpus # Content Words # Summary Words # Title Words # Subject Words

Paper Abstract Arxiv 134.24±63.07 68.38±20.59 9.63±3.79 2.87±1.37
News News Articles 532.85±86.26 78.36±16.76 8.91±2.32 4.06±1.00

Patent Abstract HUPD 171.65±24.22 59.89±13.85 8.57±5.28 3.91±0.79
Poem Poetry Foundation 208.18±94.08 48.20±11.27 3.65±2.80 -

Dataset Construction
To verify the reliability of the proposed measure of human contribution, we construct a dataset of AI-assisted generation data
with known varying levels of human contribution. Note that there is no absolute ground truth for assessing human contribution.
Therefore, by design, our dataset spans a very large range of human contribution in AI-assisted output with distinct levels that
are hardly controversial. For a comprehensive evaluation, we further vary three factors, beyond the level of human contribution:
(1) domains, focusing on those where originality protection is crucial; (2) different LLMs; and (3) different random generation
runs. Building this dataset primarily involves two steps: raw information collection and processing and AI-assisted content
generation.

Raw Information Collection and Processing: First, we collect and process multi-level information in various domains.
Specifically, we sample raw data from public datasets across the following domains: academic paper abstracts, news articles,
patent abstracts, and poems. We sample 2,000 entries for each domain. For paper abstracts, each raw data entry includes
content, title, and subject; for the other three domains, each raw entry includes content and title. Details of the original dataset
and sampling process are provided in Supplemental Materials Section 1.1. We further process the data into a uniform structure
with decreasing levels of information: content, summary, title, and subject (except poems, because of short titles), with missing
parts of the raw data supplemented using GPT-3.52. The corresponding statistics are presented in Table 1.

AI-Assisted Content Generation: Next, we generate new content using LLMs with varying levels of human input
constructed from the earlier process, categorized as follows: polishing, generation with summary, generation with title,
generation with subject (where applicable). These inputs use information corresponding to content, summary, title, and subject,
respectively. The detailed prompt constructions are shown in Supplementary Materials Section 1.2. These human inputs
represent varying levels of human contribution, from high to low, based on the amount of information provided. To support a
comprehensive analysis, we apply different LLMs, including the state-of-the-art open-source LLMs Llama-31 and Mixtral28

and the chatbot GPT-3.52. We generate 5 times for a human input with the temperature set as 0.7 for diverse outputs.

Human Contribution Evaluation
We evaluate the effectiveness of the proposed measure using the constructed dataset. This section focuses on the original
scenario where both the AI-assisted output yyy and human input xxx are known, and the AI model Mθ ’s output probability is
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Figure 2. The distribution of the outcomes of the proposed measure for the constructed dataset. The center line represents the
median, the box limits indicate the upper and lower quartiles, the whiskers extend to 1.5x the interquartile range, and the points
are outliers. Overall, the proposed measure exhibits the expected trend that lower values are obtained for the generated content
with less human contribution.

available in evaluation. As a result, the generative probability pθθθ (yyy) and the conditional generative probability pθθθ (yyy|xxx) for
generating the content can be calculated. In this context, we can directly apply the previously discussed formulas to compute
human contribution. Particularly, as shown in Figure 1b, human contribution is calculated as the ratio of the mutual information
between human input and AI-assisted output to the total self-information of the AI-assisted output. The detailed calculation
is provided in the Methods section. Real-world scenarios corresponding to this situation include originality authentication,
where the human author can provide both the AI model’s generative distribution and the original human input for authentication
and evaluation, as well as cases where model service providers directly apply the definition during the generation process to
calculate a measurement of human contribution.

Figure 2 illustrates the human contribution results of two state-of-the-art open-source LLMs, Llama-3 and Mixtral, on the
constructed dataset across various domains. From the results, we make the following observations. First, for each combination
of model and data domain, varying levels of human contribution yield different distributions for measured human input in
the expected direction: the lower the human author’s informational contribution in AI-assisted generation (from polishing, to
generation with summary, to generation with title, and finally to generation with subject), the smaller the proposed metric’s
value. For instance, when generating news articles with Llama-3, polished content demonstrates an average human contribution
measurement of 85.37%, while content generated with a subject shows an average human contribution measurement of 30.83%.
This indicates that our proposed measure can effectively distinguish different levels of human contribution in AI-assisted
generation, providing useful measurements from an informational perspective.

Second, we observe variability in the outcomes of the proposed measure across different data domains for a specific
generation mode (e.g., generation with summary). For instance, the average score for content generated with a summary using
Llama-3 is 55.69% for news but 84.94% for paper abstracts. These differences are reasonable because the same generation
mode does not necessarily equate to a similar percentage of human contribution across different domains. As discussed in
the Dataset Construction section, without an absolute ground truth, we can only generate content with approximate varying
levels of human contribution. For example, the ratio of summary length to content length is significantly higher for paper
abstracts than for news articles, as shown in Table 1, indicating a variation in ground truth human contribution. Therefore, in
our evaluation, the primary consideration is to verify whether our measure can consistently reflect the overall pattern of varying
levels of human contribution for each generation model and creative domain. This consistency would validate the reliability of
our proposed measure for distinguishing different levels of human contribution.
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Figure 3. The distribution of the outcomes of the proposed measure for academic paper and patent abstracts of different
lengths, generated with titles using Llama-3. The center line represents the median, the box limits indicate the upper and lower
quartiles, the whiskers extend to 1.5x the interquartile range, and the points are outliers. Overall, the results align with our
expectation that with the same human input information the longer the AI-assisted output, the smaller the measured human
contribution.
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Figure 4. The distribution of the outcomes of the proposed measure for the constructed dataset of news with and without
adaptive attacks using Llama-3. The center line represents the median, the box limits indicate the upper and lower quartiles, the
whiskers extend to 1.5x the interquartile range, and the points are outliers. Overall, the adaptive attacks have little to no
influence on the measurement outcomes.

Impact of Content Length
In addition to the varying levels of human contribution present in our constructed dataset, we further validate our method
by varying the length of the AI-assisted content that is generated. This helps us determine whether our method adequately
evaluates the proportion of human contribution in AI-assisted generated content when the same human input information yields
AI-assisted outputs of different lengths. Intuitively, when human informational input remains constant, the longer the generated
content, the smaller the measured human contribution should be. To verify this, we use Llama-3 to generate AI-assisted outputs
of varying lengths from titles by specifying the length of the AI-assisted output in the prompt.

Figure 3 shows the results for paper and patent abstracts with different lengths. The results for news and poems are included
in Supplementary Materials Section 2.1. The results align with our initial expectation: as we require AI-assisted output to be
longer, human informational contribution relative to total informational content decreases, as does our measurement of human
contribution.

Resilience to Adaptive Attacks
We further investigate whether adaptive attacks could be employed in real-world applications to artificially inflate measured
human contribution. To this end, we design two adaptive attacks: we separately append two instructions to the original input
that do not provide additional information but do guide the AI’s generation process to potentially increase the measured human
contribution. These instructions are to 1) always choose words you rarely use and 2) mimic human writing. The first instruction
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Figure 5. The distribution of the outcomes of the proposed measure for the constructed dataset of news articles for various
generation models (columns) and surrogate models for measurement (rows). The center line represents the median, the box
limits indicate the upper and lower quartiles, the whiskers extend to 1.5x the interquartile range, and the points are outliers.
Overall, for each model pair, the proposed measure exhibits the expected pattern that lower measured values are obtained for
the generated content with less human contribution.

influences the model’s generation probabilities to produce less frequently used words, thereby attempting to increase the
perceived information content (surprisal). The second instruction guides the model to generate text that closely resembles
human writing, thereby attempting to increase the perceived human contribution.

Figure 4 shows the results of our measure with and without attacks using Llama-3 in the news domain. The results
for other domains are included in Supplementary Materials Section 2.2. We can observe that our measure remains robust
against the adaptive attacks. This aligns with our expectation, as we measure human contribution by utilizing the ratio of the
mutual information between human input and AI-assisted output to self-information of the AI-assisted output itself. These
non-informational instructions for manipulating the output do not significantly affect our measure.

Generalization of Our Method

In real-world applications, the AI model’s generative probability pθθθ may not be available. For instance, generative applications
like ChatGPT do release generative probabilities to users. This section demonstrates whether a surrogate model with generative
probability p′

θθθ
can be employed for our assessment when the AI model’s generative probability pθθθ is unknown. Specifically,

in this experiment, we use Llama-3 and Mistral as the surrogate models and use their generative probability p′
θθθ

to assess the
content generated by various LLMs (Llama-3, Mistral, and ChatGPT) in the constructed dataset.

Figure 5 illustrates the effectiveness of our approach in the news domain for various combinations of surrogate model (rows)
and generation model (columns). Results for other domains are presented in Supplementary Materials Section 2.3. We observe
that even without using the original AI model for evaluation, our proposed measure captures the expected trend in human
contribution across various surrogate and generative model combinations. This validates the applicability of our measure when
generation model information is unavailable. This effectiveness may be attributed to the similar generative distributions across
LLMs, stemming from the universal knowledge they share during training. The gradient in human contribution across varying
levels of human input is far more pronounced than the differences between the distributions themselves, indicating that our
method is a robust assessment tool.
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Alex, a gifted young man with the rare ability to translate 
foreign languages, earns a full scholarship to Mogi College 
- an exclusive institution reserved only for Monster Girls... 

Overall Distribution Case Studies

You are Alex, a gifted young man with the rare ability 
to translate foreign languages, and you've earned a 
full scholarship to Mogi College - an exclusive 
institution reserved only for Monster Girls...

write a 50 words A2 description of a fantasy animal half 
elephant half mouse

This imaginary creature is a unique blend of two 
worlds, half-elephant and half-mouse. It has the 
distinct features of both animals, with fuzzy ears 
and a long trunk…

0.929

0.161

Figure 6. a. The distribution of the outcomes of the proposed measure across various classes of real-world AI-assisted
generation, sampled from WildChat. The center line represents the median, the box limits indicate the upper and lower quartiles,
the whiskers extend to 1.5x the interquartile range, and the points are outliers. The “editing or rewriting” class typically exhibits
a higher degree of measured human contribution. b. Case studies on data samples from two distinct classes in WildChat.

Applications to Real-World AI-Assisted Generation
The aforementioned experiments were conducted on a synthetic dataset with known varying levels of human contribution,
allowing us to verify the reliability of our measurement method. To test its real-world applicability, we apply our method to
real-world scenarios involving user interactions with LLMs. Specifically, we sample cases from the WildChat-1M dataset29

and classify them using a prompt classification tool30. We then sample data from two prompt classes related to AI-assisted
generation: “assisting or creative writing” (2,000 entries) and “editing or rewriting” (500 entries), according to their counts in
the dataset. The evaluation surrogate model is Llama-3, while the contents were generated with ChatGPT.

Figure 6a demonstrates the overall distribution of measured human contributions across the two classes. We expect that
the “editing or rewriting” class will involve more human contribution than “assisting or creative writing.” Consistent with this,
the measured human contributions are generally higher for “editing or rewriting.” We present two specific cases in Figure 6b,
with additional cases detailed in Supplementary Materials Section 2.4. Overall, the measured human contributions align with
our expectations. For instance, the “editing or rewriting” case is measured as having 92.86% human contribution, while the
“assisting or creative writing” case is measured at 16.14%. These distribution and case study results further support the validity
of our method in measuring human contribution in real-world AI-assisted generation contexts.

Discussion
Technological advancements in generative AI have significantly altered the content production process, resulting in the
generation of a vast amount of AI-assisted content 8, 10, 11. This proliferation of AI-assisted generated content poses challenges
to the delineation of originality of these works, sparking intense debates regarding the application of AI in areas that prioritize
originality, such as education, academic research, and copyright23–25, 31–33. It has been increasingly recognized that defining
the intellectual originality of AI-assisted generated content cannot be approached with a one-size-fits-all solution; instead, it
requires consideration of the extent of human contribution to the work20, 22, 32. Consequently, to facilitate the generative AI era,
decision makers will need credible methods to measure human contribution in AI-assisted generation across various contexts.

This study frames this challenge and presents a method to measure human contribution to AI-assisted generation that
is grounded in information theory. We propose using information content to quantify the percentage of information in the
AI-assisted output that is attributable to human input. By measuring the ratio of mutual information between human input and
AI-assisted output to the self-information of AI-assisted output, we quantify the human contribution in AI-assisted generation.
Our measure is validated through experiments conducted on multi-domain AI-assisted generation datasets using multiple LLMs.
In raising this research question and proposing a new framework, we seek to measure human contribution quantitatively, inspire
further research, and help advance the refinement of relevant originality delineation and content regulation in the future.
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While it serves to frame the question and provide a preliminary method for measuring human contribution, our work
has several limitations. First, we currently focus on scenarios where human input is available and reliable for evaluation.
Further research is necessary to measure human contributions in scenarios where human input is unknown. Second, the current
framework focuses on textual output from LLMs. However, originality issues related to AI-assisted generation are not limited to
text; they also extend to images, audio, video, computer code, etc. Incorporating non-textual output raises even more complex
problems due to the change in modality between human input and AI-assisted output. We aim to explore originality issues
in such scenarios in future research. Third, this research does not include experiments which entailing multiple rounds of
human-AI interaction, prompting and content generation. In the more complex situation where content is generated with
multiple prompting rounds, human contribution should be measured by considering the human’s intent and understanding of
the generated content, which may inform the contribution assessment. Fourth, caution is warranted when measuring human
contribution in AI-assisted content generation in the copyright domain. Human edition, selection, and compilation of AI-assisted
content may provide significant creative input, which could be relevant when assessing authorship for copyright purposes.

Ethical and Societal Impact
The objective of this study is to pose a research question and propose a framework for measuring human contribution in
AI-assisted content generation. This question and framework aim to facilitate originality delineation in the era of creation
with the assistance of AI. Simultaneously, this work seeks to inspire more research on technical methods that can support the
enhancement of relevant regulations in the context of widespread AI utilization in various scenarios. A potential risk is that in
real-world applications of the proposed framework, there might be targeted adaptive attacks aimed at manipulating the results to
artificially elevate the assessed level of human contribution. Although this paper examines two adaptive attacks and verifies the
robustness of the proposed measure against them, more sophisticated and advanced attacks may arise in real-world scenarios.
We hope to further understand and mitigate such risks in future work.

The authors of this paper introduce a mere method to technically measure the human contribution in AI-assist content
generation which can be potentially used in various scenarios. However, the paper does not intend to discuss the complex
copyright legal and policy issues related to “originality” or “eligibility,” nor it reflect any of Microsoft’s legal and policy
positions on the copyright issues.

Methods

Related Work
The research problem most closely related to evaluating human contribution is the detection of content generated by LLMs34–36.
As the performance of LLMs continues to improve, the risk of being unable to distinguish between content generated by
LLMs and humans becomes increasingly apparent, with attendant threats in security, fraud prevention37, 38, and academic
integrity39, among other fields34, 40, 41. Consequently, researchers are increasingly directing their efforts towards the detection
of LLM-generated content, specifically ascertaining whether a given text is primarily the product of AI. These research efforts
entail training detection models42–44, employing features for zero-shot detection36, 45, 46, or incorporating specific watermarks
during content generation35, 47, 48.

While the current body of research predominantly focuses on identifying content substantially generated by AI, thus
optimized for binary detection, real-world AI-assisted generation often involves varying degrees of human contribution. In
many practical application scenarios, it is not sufficient to merely detect content primarily generated by AI, rather it is crucial to
discern the extent of human contribution. Therefore, distinct from the detection of AI-generated content, our emphasis is on
reliably quantifying human contribution within AI-assisted generation from an informational perspective.

Defining Human Contribution in AI-Assisted Generation
In contrast to a binary classifier determining whether content is primarily generated by AI, our aim is to derive a quantitative
measurement indicating the extent of human contribution in AI-assisted content generation. This is a novel and previously
unexplored issue. Our core idea revolves around utilizing information content as a medium for gauging the contributions of
humans and AI. Particularly, we define human contribution in AI-assisted generation as the ratio of mutual information between
human input and AI-assisted output relative to the total self-information of the AI-assisted output, as illustrated in Figure 1b.

In this section, we first introduce related concepts derived from information theory27; we then provide our definition of
human contribution. In the following definition, we consider an AI model Mθ , its generative distribution pθθθ , human input
xxx, and AI-assisted output yyy. First, we quantify the information content within the generated output yyy through the concept of
self-information. Self-information measures the level of surprisal associated with the outcome of a random variable, which is
related to the probability of that outcome occurring. In this context, content that is less probable in its generation is deemed
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more informative. We represent the self-information of the generated output yyy as follows:

I(yyy) =−log(pθθθ (yyy)), (1)

where pθθθ (yyy) is the probability that the content yyy is generated without any condition.
On the other hand, when conditioned on human input xxx, the information content within the generated output yyy transforms

into conditional self-information. Conditional self-information quantifies the information contained in an outcome of a random
variable, given the occurrence of another event. Here, we represent the conditional self-information of the generated output yyy
given the human input xxx as follows:

I(yyy|xxx) =−log(pθθθ (yyy|xxx)), (2)

where pθθθ (yyy) is the probability that the content yyy is generated conditioned on human input xxx.
Based on these two information concepts, we define the mutual information between the generated content yyy and the human

input xxx as the information gain during generation when the human input is known. This signifies the reduction in surprisal
when human input xxx is for generating content yyy is provided, defined as follows:

I(xxx;yyy) = I(yyy)− I(yyy|xxx). (3)

Building upon the aforementioned definition of information within the AI-assisted generation process, we proceed to
establishing the definition of human contribution in AI-assisted generation.

Definition 1 (Human contribution in AI-assisted generation). Given an AI model Mθ and human input xxx, where yyy represents the
AI-assisted generated content, the human contribution φ is defined as the ratio of mutual information I(xxx,yyy) to self-information
I(yyy).

This definition of human contribution pertains to the proportion of the information content within the generated output that
can be attributed to human input, relative to the total information content of the generated output.

Data Availability
The Arxiv dataset is available at https://huggingface.co/datasets/gfissore/arxiv-abstracts-2021.
The News Articles dataset is available at https://dataverse.harvard.edu/dataset.xhtml?persistentId=
doi:10.7910/DVN/GMFCTR. The HUPD dataset is available at https://huggingface.co/datasets/HUPD/
hupd/blob/main/data/2018.tar.gz. The Poetry Foundation dataet is availbale at https://www.kaggle.com/
datasets/tgdivy/poetry-foundation-poems. The WildChat-1M dataset is available at https://huggingface.
co/datasets/allenai/WildChat-1M.

Code Availability
The code applied in the experiments is publicly available at https://github.com/xyq7/Human-Contribution-Measurement.
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